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Abstract

The study investigated factors associated with tttené of risk monitoring and reporting. This was
conducted amongst risk analyst in a black histbit@versity in the Eastern Cape area of South AfriBixty-
four risk analyst in different entities of the Uarsgity participated 50 percent of (n = 32 out of f@pondents in
the sample had neither partially or completely empénted factor of IRM in terms of monitoring meporting,
while 35 percent (n = 22) have not made a decigidmplement IRM or have no plans to implement rtanitig
nor reporting of IRM. The findings of this study wesnclusive on three facts: (1) the University dnes have
overall reporting processes designated to riskef§i on risk to make required annual audit (2)th&versity does
not have formal risk management monitoring and ntamp systems- FRMMP (3) the University does notéha
sufficient resources in relation to risk managemad its development. Although, if FRMMP and otfetors
implemented, could be significant and does impactte institution risk management as a predicte0(@5),
with odds ratio being 0.639, (a value <1). This égadiés that the more FRMMP in the institution, thssllikely,
the institution is to report risk. Collectively,ehresults (other factors) suggested that a higtetecy of quality
IRM factors correlate positively with IRM monitogrand reporting.

Key Words: Institutional Risk ManagemerRisk Monitoring and Reporting, Designated Risk CHfi,
Institutions of higher learning-University.

1. CONTEXT OF THE STUDY

The prevailing definition of institutional risk magement (IRM) adopted by most institutions is the
one proposed by Committee of Sponsoring Organissitiof the Treadway Commission- COSO (2004)
process. It intended to establish key conceptacimplies and techniques. In this framework, IRMéfined as
a process, effected by an entity’s board of dimsgtmmanagement and other personnel, applied itegira
setting and across institution, designed to idgrpidtential events (risks) that may affect the tgntand
manage risk to be within its risk appetite, to jdeweasonable assurance regarding the achieverhentity
objectives. This definition highlights that IRM s to the highest level of the institutional stinwe and is
directly related to the corporations’ businesstsgi@s. Despite its wide acceptance, the COSO itefiris
not the only available definition. For example, @&ty Actuarial Society-CAS (2003) offered an aligtive
definition of IRM. In CAS'’s definition, IRM is thdiscipline, by which an institution in any industrigsesses,
controls, exploits, finances, and monitors risksrfrall sources for the purpose of increasing tisétution’s
short- and long-term value to its stakeholdersividdal institutions may define IRM uniquely accorg to
their own understanding and objectives. Creatinglear, institution-tailored definition is an impant
precursor to the institution implementing a sucftésBM process.

As a rising management discipline thougfterest and current development of institutioriak r
management (IRM) varies across industries andtuisins. In fact, a survey by CAS (2003) identifight
lack of an unambiguous understanding of IRM isdhe obstacle preventing companies from putting ERM
place. The insurance industry, financial instdns, and the energy industry are among the leadéhgstry
sectors where IRM has seen relatively advanced lgewent in a broad range of corporations. The
enforcement of IRM in these industries was oridinatimulated by regulatory requirements. Recentigre
institutions in other industries, and even the udéctor, are becoming aware of the potentialevalulRM
and risk managers are increasingly bringing it éxecutives’ agendas. One of these sectorstitutiens
of higher learning-Universities. Although, IRM &rgely considered as advanced risk managementince
industries other industries, it is carried out #fedent paces in terms of it monitoring and repagtin
Universities in South Africa. Studies have examiireditution characteristics that appear to be rdeiteants
of IRM adoption. For example, Liebenberg & Hoyt Q30 find that firms with greater financial leverages
more likely to appoint a designated risk officerRD), to signal their adoption of IRM. In anotheudy,
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factors including presence of DRO, board indepecdeamnd chief executive officer (CEO) support foMIR
use of external auditors, and entity size are fdorige positively related to the stage of IRM adoptThese
factors reflect IRM’s role in corporate governantkus, launch and pursuit of the IRM process |edoetter
corporate governance, which is desired by bothreateand internal constituencies. Notwithstanditigg
attractiveness of IRM monitoring and reporting titasions are often challenged to put it into effédne of
the main challenges in IRM implementation is to agathe totality of monitoring and reporting insibn

risks as a portfolio rather than as individual silms is traditionally done. Several specific needfRM

monitoring and reporting together with present lelmeges are considered below, which underpin thesfad
this study.

1.1 Working Definition

In view of the above, this paper seeks to exploraralysis of factors associated with the extent of
institutional risk monitoring and reporting. In thatermath of recent local (Higher Education Qualit
Committee; HEQC, 20§ Council on Higher Education- CHE, 200King report 2009) and international
(Higher Education Funding Council for England, 20&foney, 2007 Standard & Poor, 2005; Harvey &
Green, 1993) concerns for quality in institutioestities such as Universities stakeholders are ddimg
greater oversight of key risks facing institutidnsensure that stakeholder quality and value ahamced.
Numerous regulatory reforms particularly the HEQGQ4), and King report (2009) in South Africa, amv
significantly expanding public and private policieslated to effective institutional governance. &gc
changes in King report (2009) on quality of corpergovernance rules now include the urgent requrgs
and expectation for South African institutions tesame specific responsibilities with respect t ris
management to enhance quality . The reason beatgiftiguality mechanisms (including monitoring and
reporting) are not in place to effectively manabe tver-changing portfolio of risks facing instibuis,
stakeholder value is at risk, leading to signifigamblic and private policy concerns if left unmgad.

One response to this growing expectation is thergemce and usage of processes of a new
paradigm known as “institutional risk managemefitRM) designed to increase the quality of manageine
ability to create awareness, identify, mitigate,nitar and report the portfolio of risks facing arstitution.
Both, past and present survey of literat{Btoney 2007; Council on Higher Education- CHE 2(Réthstein,
Huber & Gaskell 2006; McNeil, Fred & Embrechts, 80&tandard & Poor 2005; Nicholas 2004; Crouhy,
Galai & Mark 2001; Higher Education Funding Courfoit England- HEFCE 2001) suggest that IRM has
metamorphosed in to variety of forms. While, sonbedies (COSO 2004; Liebenberg & Hoyt, 2003;
PricewaterhouseCoopers -PwC 2004; Walker, ShenkiB&ton 2002) refer to it as enterprise risk
management, others (Stoney 20BHEFCE-2007 refer to it as quality riskmanagement. Yet, there are
scholars (Rothstein, Huber & Gaskell 2006; PowdX2®Reason 2000) who would prefer to term the cpince
as institutional risk managemenftlevertheless, other sources (HEQC 2004; CHE 2086)ike it to
institutional audit. All of these authors suggest that the concept ggnerered to manage quality or risk of
some sort. Hence, writers (King report, 2009; Syor#907; McNeil et al., 2005; Standard & Poor, 2005
PwC, 2004; Liebenberg & Hoyt, 2003; HEFCE, 2001mL2a006) of this concept arguable assert that IRM
serves the purpose of quality management. Buthiipurpose of this study, the researcher adaptadoyuts
IRM.

Institutional risk management (IRM) has receivegnegedented international and somewhat local
attention in recent years. In response to growixgeetations for effective quality management acrass
entire institution, many leading institutions ateaadoning their traditional approach to managingliguby
silos, where quality areas are managed in isoldtimm one another, and are adopting an institutiois&
management approach (Lam, 20Q0ebenberg & Hoyt 2003). Thus, in many organigagio “quality
management” is transforming into “IRM”.

Despite the progress to increase the effectiveoggsiality of institutions using risk management,
IRM processes are in various preliminary stagessacinstitutions such as Universities in Africa &walith
Africa in particular. While, IRM is on the rise aball be evidenced in the below indexes, not alitutions
such as in Africa and particularly South Africa Waisities are adopting it. Little is known aboutyndome
institutions embrace IRM to enhance quality, whitbers such as Universities do not. Not much is als
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known about the stages of IRM or factors that affeé/ within Universities in South Africa, yet theeiis the
necessity for institutional risk management (Ster2®07; King Report, 2009; HEFCE 2004). Suggesiirag
there is the need also to conduct a study of suplitance to investigate these unknowns.

1.2 Trends and Relevance of I nstitutional Risk Management

While, institutional risk management as a wholeegpp to be new concept in South Africa, in a
sharp contrast though, a survey of internatiorterdture (Economist Intelligence Unit-EIU 2008; GDS
2004, Liebenberg & Hoyt, 2003 PwC, 2004; Walkereifir & Barton, 2002; Lam 2006) suggest that of 271
large institutions, 91 percent are building, ompiag to build, IRM. A little over one-tenth (11ngent) have
completely implemented IRM (Advanced IRM). A craedustry survey of 137 global firms by the EIU
(2008) also found that 45 percent have alreadyiammbchief risk officers (CRO) or equivalent. Wiimore
than one-fifth (24 percent) planned to appoint aOCRhe above statistics suggest the level of isteire
institutional risk management has never been greaten additionally, a McKinsey (2007) survey ¢dd0
directors indicated that 76 percent want to speontertime on risk management. Yet, the rating agended
by Standard & Poor- S&P (2005), have also estabtistRM criterid for financial and non-financial
institutions that would be applied in their corpgereating processes. In addition, the survey datiated
that 46 percent of Asia- Pacific chief executivéicgfrs (CEOS) strongly agree that IRM is a top ptyoto
enhance institutional quality as compared to 2&emrof United States CEOs who strongly agree it
statement (PWC, 2004).

The above indexes suggest that institutions areleiignting IRM processes to increase the
effectiveness of their quality management actisjtigith the ultimate goal of increasing stakeholdue. In
fact, a survey by Liebenberg & Hoyt (2003) of ireuce executives worldwide finds that institutioriak
management has ‘come of age’, with insurers gitimgitutional level risk management increasingeation,
high-level accountability, and clear responsil@hti Liebenberg & Hoyt (2003) examined charactiegsof
institutions and their IRM adoption status. Comparadopting IRM cited the influence of the risk iager
(61 percent), encouragement from the board of wirec(51 percent), as the key factors causing their
adoption of IRM. The authors used chief risk offi@@pointments to examine the determinants of IRM
adoption. The authors found that companies appgjrdi CRO to enhance institutional quality had highe
leverage.

In addition to the facts regarding the urgent neednhance quality management processes with
risk management, the final and important questignwhat is an institutional-wide risk management
potential in strategic thinking about quality? Thigestion is important and may tempt critiques. fdason
being that in South Africa, the Higher Education afty Committee-HEQC (2004) has executive
responsibility for quality promotion and qualitysasance in higher education. In which case, thehéfig
Education Act of 1997 states that the functionshefHEQC are to: (1) promote quality in higher eation
(2) audit the quality assurance mechanisms of higacation institutions (3) accredit programmekigher
education (che.ac.za/about/heqc). Implying thatetiealready quality (risk) being managed. Buertbiat an
institution can never be too careful in managisgigks, especially in an ever changing environnseich as
Universities. Thus, the question still remains imaot. Following above question, it could be putvi sub-
categories. Accordingly, one may be tempted to #mk questions (1) what is quality management
enhancement and (2) what difference does it makéeims of risk management? It is important to
acknowledge that the essence of the contestati@nifi@ot to establish a difference as it were tb@nhance
quality using risk management techniques. Whetharob there is a difference, it is important to enthe
urgent need for enhancement of quality by usink mmnagement models. Therefore, to address thesabov
question(s), the researcher explicitly follows ®tgs (2007) argument relating the need for risk rgament
techniques to enhance quality in higher educatistitutions (HEISs).

Stoneys (2007) noted that HEI undergoes complengés driven by the need to maintain and
enhance quality. The author argues that the aldifgentify risk factors and assess relevanceirpeéct on
a formal basis provides evidence for excellenca icompetitive environment. Other authors (Standard

! Readers are adviced to see S & P (2005)
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Poor 2005; Nicholas & Steyn 2008) have expressedasi view. Stoney (2007) suggested that institdie
wide risk management (IRM) could be used as attbohallenge strategy by providing a formal apiat$

the key aspects. IRM in strategic thinking in giyanhancement constitutes the systematic appicaif
risk management policies, procedures and practicethe tasks of establishing a context, identifying
analysing, evaluating, planning, monitoring, rejmytand communicating risk to those who are poddigti
affected. Suggesting, as he maintained, a morastensapproach across an institution and thatigesvthe
ability to compare different activities, projectsdainitiatives generate discussion on an informasidacross
an institution. This view resonates with previoushars (Lam 2006; HEFCE 2001; PwC 2004; King report
2009)

Yet, some authors (Walker et al. 2002; KindingerD&arby 2000) have wondered how risk
management could be used in relation to the vagomadity processes. Stoney (2007) offers an angvitara
prototype project. The project was called the Gdddnagement Practice 250 Project: Quality Risk
Management in Higher Education (2005). As a sofutio the critics, this project was centered on the
potential for institutions to develop their ownkrisased approaches for the purpose of assuringtygaald
standards of provision. The regodentified and implied that there were benefitbeogained from a risk
management processes including evidence-basednaofge monitoring and reporting, closer scrutiny and
support of high risk provision, appraisal and tneetit of institutional risks that supports qualibhancement.
Moreover, it was noted that risk management co@dab approach, which demonstrates the efficacy of
internal systems-internal auditing, and that infitihs are taking full responsibility for managitige quality
and standards of provision

Inferring from the above indexes and even the sudpo risk management to enhance institutional
quality, it could be said that none of these safhplevorks addressed the issue of IRM in South Afnic
University context. In which case, this particutudy serves to accomplish the objective of entmanci
quality management with risk management procedimesvestigating one of the processes (monitoand
reporting) that could be used in a University cahtd further search in literature though, offermmmewhat
related scenarios, but even with this, the maireabje was relatively different. For instance, adst
conducted by Kleffner et al. (2003) found that md6% percent) companies in the finance industry are
adopting IRM to quality manage the institution’®@edures. Thus, emphasising the recent global foalthe
importance of risk management. Stoney (2007) calediuthat in general, approaching quality management
actions by using IRM enhances standards and meagtoltowing above facts and the increasing denfend
IRM, this research explores institutional risk mgeent- analysis of factors associated with therexof
risk monitoring and reporting.

In addition to the facts and demand above, evearatlated study by Walker et al. (2002) noted
that quality management (QM) initiative cannot sext without strong support for IRM, and other stadi
(Lam 2000; Krishnan 2003) have found that top manant support for IRM to enhance QM is cruciah® t
success of a variety of initiatives. Because, IR primary responsibilities related to QM, they ldeely to
be interacting with stakeholders on institutionsuss. A further survey suggested that there igatilee
(Stoney 2007; Carey & Simnett 2006; Francis 2004dshfan 2003; Myers, Myers & Omer 2003) that
examines risk management as part of QM audit. Begpesenting some limitations, most of those studi
classify the predictive power of risk managemendet® in the process of enhancing QM frameworks It i
possible that organisations with designated ridicef (DRO) committed to engaging such high quality
audits, are also more committed to quality manageme

As an organisations size increases, the scope eftevhreatening it is likely to differ in nature,
timing, and extent. In addition to having a greateed for more effective institutional-wide risk magement
framework in terms techniques, larger institutiongy have greater ability to monitor and report IRM
standards due to greater resources. In fact, Mateas (2003) found that large firms are more kil adopt
integrated risk management framework processesstmafier firms. In this regard, the researcher enama
research question in relation to the effect of farnsk management monitoring processes (FRMMPRd
as well as external auditors (EA).

2 For the entire detail of the report, see Ston@p73 which provides a brief summary of the majodfings within the case studies.
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Anecdotal evidence suggests that certain industiiesnore likely to report and monitor IRM than
others due to the relevance of IRM to the indugtgr.instance, banks have been leaders in IRM adogdtie
to the emphasis on risk management in upcomingagloggulation (Basel I, 2004) as a way to reduce
minimum capital requirements. In fact, banks bodwase recently announced expectations for expatirigd
processes in United States-US financial institwifiram, 2006; Standard & Poor, 2006). Insurers lese
come to recognise institutional risk managemenfumslamental in creating and improving shareholder
quality and value through better risk-based decisitaking and capital allocation (Lam, 2006). Fiall
educational institutions also face significant degan and have been strongly encouraged to adept |
(Stoney 2007; king report 2009; Standard & Poor620This area is also examined through the effécse
of resources to manage risk (RMR) for internal fiadd also effect of early warning indicators (EVidi) all
key risks reported to management.

Conclusively, to examine all of these areas as alayhthe researcher explores five research
questions (cf. research questions) regarding &dty'sniRM to enhance QM. As a consequence, thislysig
therefore ananalysis of factors associated with the extent afnitbring and reporting or riskt was
conducted in a historically black South African imisity.

1.3 Research Questions

RQ1: Is the presence of a designated risk officer (DR@sitively associated with an institutions stade
IRM?

RQ2: Is a higher percentage of formal risk managemeanitoring and reporting processes (FRMMP)
positively associated with an institutions stagé&=i?

RQ3: Are explicit calls of using resources to managk (RMR) for internal audit positively associateithw
an institution’s stage of IRM?

RQ4: Is the presence of early warning indicators (EVal) all key risks reported to management within
regular management information reports positivelsogiated with an institution’s stage of IRM?

RQ5: Is the presence of external auditors (EA) podiiessociated with an institution’s stage of IRM

2. METHOD

The researcher surveyed risk analyst to obtain gdéded to IRM. The original survey instrument
used was drawn from a larger study that investiytie applicability and relevance of risk managenien
higher education context. The instrument was psetewith five academics and four practitioners anadle
revisions based on feedback received.

2.1. Sample

Members of the University risk (quality) committeeho are primarily members of executive
management team and non-executive management teminaccess to and agreed to participate in this
survey. An electronic invitation was sent to pdptnts to participate well in advance. A few wetdtsr the
questionnaires were sent. The survey process wdasotted by anonymity of the respondents. All dased
in the study were obtained from the survelbe researcher received 64 survey responses, afraie.1
percent.In any case, six observations after the responte hrad to be deleted due to incomplete/not
applicable data for one or more variables in tlggassion model (e.g., some sectimid not have a specific
risk officer; therefore, the question related te fipecific risk officer was left blank).

3 Different faculties in this study are termed astis@s.
Uluslararasi Sosyal Ardirmalar Dergisi
The Journal of International Social Research
Volume 3/10 Winter 2010



82

2.2. Multivariate model

To address the five research questions, the rdmzansed the following ordinal logistic regression
model: IRM STAGE =f (DRO, FRMMP, RMR, EWI and EAJhe ordinal dependent variable, IRM
STAGE, reflects a value ranging from 1 to 5. DRO wasumthy variable which represents whether or not
the organisation has a designated risk officer. Pbecentage of formal risk management monitoring
processes was represented by FRMMP variable. Heareher used an interval scale for RMR and EWI (cf
research questions) that has a value ranging fremsttongly agreed 5 = strongly disagreed reflectime
extent of institutions’ calls for internal audivisivement in IRM. The researcher included a dumiemable,
EA, reflecting whether the institution has an aoidiL NEA measures the natural log of the institotsomost
recent audited nature.

3. RESEARCH RESULTS AND DISCUSSING OF FINDINGS
3.1 Descriptive Statistics

This sectiondescribes statistics on the variables used inggeession model. There is variation in
the stage of IRM operations across entity incluitetthe sample. 50 percent of the entities (n = 320d 64)
in the sample had neither partially or completahplemented the factor of IRM in terms of monitorimgr
reporting, while 35 percent (n = 22) have not maddecision to implement IRM or have no plans to
implement monitoring nor reporting of IRM. 15 pentef the entities have appointed a designated risk
officer in the form of quality assurance overs&rggesting that in terms of this variable, 85 pereee still
lagging. Meanwhile, the extent of DRO or calls iisiernal audit involvement in IRM processes is niar
midpoint of the scale. Most of the entities (45qemt) are audited, most importantly, and as a whbke
institution itself has been audited by an extematlitor (a big four firm), while 68 percent of thatities are
based in commerce and or business academic ardabemnest a stratum comprising of education, s&en
and agriculture.

3.2. Model Fitness and Regressiongriéis

The table 4.2 headed Pseudo R-squgiees information of the usefulness of the modsfble any
relevant interpretation. In this case, using Co8iell R Square and the Nagelkerke R values, theyige an
indication of the amount of variation in the depemidvariable. These are described as pseudo Resdllze
distribution in table 3.1 below reveals that théuea are 0.265 and 0.286, suggesting that betwéen 2
percent and 28.6percent of the variability is exye by this set of variables used in the modeldefails of
this stratum in sub-sections 3.4-3.5 below).

Table 3.1: Pseudo R-Square
Cox & Snell 0.265

Nagelkerke 0.286

McFadden 0.117

On the other hand though, in table 3.3 below, tmenibus Tests of Model Coefficients gives an overall
indication of how well the model performed. Forsthiet of results, highly significant value (p<0.8p0

*IRM STAGE = 5, if complete IRM is in place; IRM STAG= 4, if partial IRM is in place; IRM STAGE = 3,lanning to report IRM;
IRM STAGE = 2, if investigating IRM, but no decisiomade yet; IRM STAGE = 1, if no plans exist to reg&M.
® The r squared is the proportion of the variability’ (dependent variable) that can be predictedxpiained, from X (independent). It
is used as a measure of the association between X @ or example, iffris 0.90, then 90% of the variance of Y can be daated for"
by changes in X through the linear relationshipeen X and Y.
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suggest that the model is far better than SPS®&jmal guess (X=75.02, df= 5). Thus, both results (cf. table
3.1: Pseudo R-square atable 3.20mnibus Tests of Model Coefficients) suggest aiimt model fithness
for any reasonable interpretation thereof.

Table 3.2 : Omnibus Tests of Model Coefficients

Chi-Square d Sig.
Step 1 Ste| 75.020 5 0.000
Block 75.020 5 0.000
Mode 75.020 5 0.000

Supporting the above model fitness, the other ligédge of information in terms of research results
is distributed and begins in table 3.3 providedhia Exp (B) column. These values are odds ratidg) (for
each of the independent variables. The table revbhat the odds of a section in the institutionnaargng yes,
‘they have taken part in IRM’, is 6.356 times higlier a section that reports having problems witiMland
not implemented all factors equal. FRMMP is alsgngicant and does impact on the institution risk
management as a predictor (p=0.007). The odds fiatithis variable, however, is 0.639, (a value.<mhis
indicates that the more FRMMP in the institutiome tess likely, the institution is to report rigkor extra
FRMMP, the odds of FRMMP, reporting risk decredsesa factor of 0.639, certiris paribas. Additiogalior
each of the odds ratios Exp (B) shown in the diation in 3.3, there is 95 percent confidence iraer
(95%CI for Exp(B)) displayed, giving a lower valaad an upper. In simple terms, this suggest thaigthe
range of values that risk analyst can be 95 percenfident encompasses the true value of odds. ratio
Furthermore, the Cl tells a risk analyst that thefidence interval for the variable FRMMP (FRMMPRG:
6.356) ranges from 3.58 to 13.57. So, althouglridteanalyst quotes the calculated OR as 6.356hketan
be 95 percent confident that the actual value ofit©fRe population lies somewhere between 3.581&067,
quite a wide range of values. The Cl in this caseschot contain the value one (1), therefore,shigest that
this result is statistically significant at p<0.05.

Table 3.3:Variables in the Equation

95% ClI for EXP(B)

Lower
B SE Wald  df Sig. Exp(B) Bound Upper Bound
DRO -0.208 1.031 0.123 1 .07310.453 0.380 1.600
RMR -0.004 0.014 0.135 1 0.6600.994 0.464 1.000
EWI 0.416 0.143 3.442 1 0.0352.046  1.053 2.908
FRMMP  2.000 0.222 37.311 1 0.0006.356  3.588 13.58
EA 0.340 0.145 7.366 1 0.0070.639 0.462 0.703
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Furthermore, the results in table 3.4 below regeéte interesting explanations. The positive amphificant
coefficient for DRO suggests that the presence désignated risk officer is positively associatethwhe
extent of IRM monitoring and reporting (p=0.00).igfinding suggests that the presence of a riskngian
among the senior management team significantleas®s the sections stage of IRM process (monitaridg
reporting). Similarly, a more formal risk managemeronitoring processes for internal audit involvernia
IRM also are positively associated with an insiitas extent of IRM monitoring and reporting (p=0.01
Collectively, these results suggest that a higldeeny of quality IRM factors is critical to IRM mitaring
and reporting with these factors. More so, indtitus section that is larger and is externally &dlis more
likely to be further into IRM monitoring and repimg than smaller sections. Similarly, sections fie t
business and commerce are further into their IRMiitnang and reporting, which is likely due to eixjtl
calls for more effective risk management emergimgfbusiness regulators or leaders.

Table 3.4: ordinal logistic results

Variable Coefficient z p-Value

stat
DRO 1614 3.73 0.00
RMR 0.021 241 0.02
FRMMP  0.413 3.00 0.02
EWI 0.345 1.44  0.00
EA 1.806 2.44  0.00
°EE -2.509 -5.08 0.00

3.3 Sensitivity Tests

While, the main model included a measure reflectivgDRO level of independence, the researcher
separately considered additional institutional mess the number of directors, the nature of wak f
internal audit involvement, and the audit committdene of these variables is significafitso, to assess the
organisations investment in internal auditing, riéssearcher added LNEA, the natural log of the natktaudit,
to the model. LNEA is positive and significant (p0-02), indicating that sections with larger intdraudit
investments are farther down the path to full IRfidgtion. When LNEE (effective early warning indioes)
is added, LNREA is no longer significant (P=0.07)

3.4 Sub-variables Associated witheHJniversity-wide Risk Reporting and Monitoring

In this category of risk reporting and monitoritigere were five sub-variables as evidenced in table
4.5 below. This was primarily based on the sectiwhich have not yet implemented IRM monitoring and

€ With the exception of Exp sign of EE being negaiyethe Exp sign of the rest are all (+)
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reporting processes in relation to the entire tutin. The essence is to give a wider view in temodal
responses to support research questions. Thebdistn of the table was reported in their modapoeses.
Although, the above results (3.1-3.3) note the atdfeof the factors, this distribution in table 3Blow
revealed that the modal response was in each ¢ssgreed with each sub-variable. The only sub-cayeg
which respondents agreed to was external auditonsiuct audits as part of stator regulation. Indaed
reference to documentary evidence (http:/intrafietoeta.php 2009nIso supports the view of external

auditing taking place.

Table 3.5: Disaggregate of University-wide riskagjmg and monitoring

Overall
reporting Formal risk
processes management There are earl
give monitoring and warning
designated  reporting The university indicators for
officers arrangements applies all the key
sufficient have been pu sufficient risks reportec External
information  in place for the resources  tc to managemer auditors
on risk to executive risk within regular conduct audits
make management management management as part of
required team/audit and its information statutory
annual audit committee development  reports regulation
N Valid 64 64 64 64 64
Mode 2 2 2 2 4
Percentiles 25 2.00 2.00 2.00 4.00 4.00
4.00 4.00 4.00 4.00 4.00
50
4.00 4.00 4.00 4.00 4.00
75

The concern though was the fact that there werdonmal risk management monitoring and
reporting arrangements that put in place for thecative management team/audit committee. But tlozeb
results (3.1-3.3) urgently, suggest the use of FRMbAsed on those sections which have implemented IR
monitoring and reporting. Another area of concemicl interviewees noted was the fact that the usitye
does not apply sufficient resources to risk managenand its development (RMR). The other form of
analysis carried out was the combined respongeeafisk reporting and monitoring.

3.5 Composite Associated with the University-wide iRk Monitoring and Reporting.

In response to the above, the research investigaedhe University fares with risk monitoring and
reporting in general. Referring to table 3.6 belewen though, nearly two-thirds (68.1percent) agjtbat the
institution does risk reporting and monitoring, @cern number of respondents (20.0 percent) digegre
while 7.8 percent were not sure of the situatiothm institution. Thus, a risk analyst could reawt, since
the committee members are mandated to report amitonaisk, it becomes a matter of concern for 20.0
percent of them to disagree
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Table 3.6: University-wide risk monitoring and rejag

Responses
Percent
N (%)
Risk Disagree 64 20.0%
reporting and
Monitoring 25 7.8%
Unsure
218 68.1%
Agree
Strongly 13 4.1%
agree
Total 320 100.0%

With reference to the results above, an analystmeagon that the University undertakes audits to an
extent as the indexes (external audit sub-variaieleg¢aled. The above index suggested that theigeaat
risk reporting does occur in the University, butatvthe indexes do not reveal is sufficient empirsadence
as to how the University undertakes risk monitorargl reporting. To interrogate how the Universibesl
this, the research turns to the interview sessiDosing the interviews, one respondent noted thetet was
lack of efficient risk management processes anitipslin the University’s procedures. This as lemarked
was:

..... there are undefined structures in place, beside#) theoretically
and practical implementations are problems, becafdack of clear policies,
procedures and resources of University risk managgegm

Lin noted that the first measure the university entekes in risk monitoring and reporting is the
establishment of the internal audit department thes across all aspects of the institution’s bessn
(Liebenberg & Hoyt, 2008; Standard & Poor, 2006)starts with the core business e.g. researchhitegc
examination, assessment and it also includes thragesnent and utilisation of assets. The audit cdteeni
members report directly to EMT for further corrgetimeasures to be taken if applicable. The othmecss
the various committees which are in place at theeusity (General Prospectus 2009). These comrsithee
assigned the duty to quality assure the procesggemwarious units. With regards to teaching, ther the
central academic planning committee which is resjida for the approval of new programmes offerethat
university and it has to make sure that there areect resources available. It also deals withheacand
learning committee (TLC) whether there are suffitieesources to support students and staff in elétig
programme. Further it also includes the financitiis deals with how it affects the institution dimcially,
whether it would drain the institution or not. Tresponsibility of the committee also extends torassing
issues around human resources as whether the sibyvbas the human capacity to teach and suppert th
programmes. There are also other structures tlatndih executive committee of senate (senex) lthalts at
teaching assessment. In most cases, senex lothe adlvancing of degrees. More so, intervieweescdhtite
need to monitor physical risk as Standard & Po®0§) stress. In this direction, the University if08
appointed a practitioner who is a safety, healith @mvironment officer (SHEO) to ensure that theliguaf
the buildings is safe for conducive occupation asel
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Needless to say, compared to Nicholas & Steyn §P@ew as aforementioned (cf. context of
study), the above were the measures undertakemebyriversity in relation to risk monitoring angoeting.

It is imperative to note that there were still gretrides to be made in the form of University-widgk
management policies and procedures, stressed éspandent (Lin). Moreover, there were no documghtar
evidence (both hard evidence and on intranet) Iye@adiailable in the form of policies and proceduies
relation institutional-wide risk management, sudipes that regardless of Lin’s explanation of the
University’s monitoring and reporting, there idistiore to be addressed with reference to this eoncThis
may be challenged and debated as the Universitydmage of policies and procedures posted on itanet.
Apparently though, cross examination of all thisigges and procedures revealed that they are afisgion
and labour relations documents. None relates tdamiyersity-wide risk policy and procedure. Thusyiew

of the disaggregate data and composite data, feameh recommends further investigations becaysthél
University does not have overall reporting processesignated to risk officers on risk to make reggli
annual audit (2) the University does not have fdmmsk management monitoring and reporting systésis
the University does not have sufficient resourcegeiation to risk management and its developmerhé
University. Contrary to the negative sides thouglthie fact that the external audits (if conductesipart of
statutory regulation within the University are bgbtito the authorities of the University.

With reference to the research question two, ibégarch recommends further investigations (1) to
address overall reporting processes designatedkofficers on risk to make required annual ay@)t to
address formal risk management monitoring and tegparrangements (3) to address sufficient ressutc
risk management and its development in the Unityersilthough, there are no ‘one solution to allitlaors
(Nicholas, 2008; Standard & Poor, 2005) assertiftthait is an institutions situation, then it seggthat the
institution; (1) lacks of clear and measurable K&rformance Indicators (KPIs) (2) needs more effect
means of compliance monitoring and testing (3) wdilde to posses a more efficient system for getivega
reliable data for internal and external reportiBjjtbe institution’s current reporting systems euenbersome
and unreliable. Suggesting it must development performance measurement processes. In which dase, i
must create and deploy incident and institutiomahgliance reporting and monitoring.

The above suggest that risks monitoring and rémpinvolves measuring operational activities,
analysing the resulting metrics, and comparing theminternally established standards and industry
benchmarks to assess the effectiveness and efficiehexisting operations. In the above context)aXo
argued that:

...measurable performance factors include resouregeisoperations problems, capacity,
response time, and personnel activity.

The process should also review metrics that agaeseess unit and external customer satisfactiaars’
view explained the fact established that diministsgydtem or personnel performance not only affects
customer satisfaction, but can also result in nomdi@nce that could result in regulatory penaltids.
economically practicable, the process should autemmenitoring and reporting processes. Nicholasté&y®
(2008) explained that there are also after-mar&ponting tools and vendor-supplied performance yasisl
tools available for risk systems. Client-serverteys are not always equipped with analysis andrtiego
tools. Often management should decide between asirolp expensive after-market reporting tools to
automate the data gathering and reporting or géngrie reports manually.

To sum up the discussion, Nicholas & Steyn (200®)ains that each risk that requires monitoring
and reporting or a contingency plan to be prepatedild be assigned to a member of the Universégntto
monitor. The risk monitor should be responsiblettie University- wide risk manager/audit section for
monitoring the risk, reporting any change in caodit taking the agreed contingency action (plarihé risk
occurs. Inferring from the Nicholas’ (2008) viewpnitoring of University-wide risks can be achievieg
using the following actions: (1) include risk méaigpn tasks in the University schedule (2) defipprapriate
risk milestones (3) review risk tasks regularlyUmniversity-wide risk management meetings (4) perfor

” See for instance_http://intranet.ufh/beta.php(3008tranet.ufh/FinalReportForUFH_April2009.pdfiniversity of Fort Hare Final
Strategic Risk Assessment, (2009). It is VERY IMPRARIT to not that these sites together with the doents need special permission
to be assessed.
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inspections on risk status, accordingly, risk maniilg reporting form and essential part of compigta
University-wide risk management process.

4 CONCLUSIONS

There are two forms of findings in relation to tktsdy.
The first findings of this study was conclusive thmee facts: (1) the University does not have dlera
reporting processes designated to risk officersighhto make required annual audit (2) the Uniugrdioes
not have formal risk management monitoring and mémpsystems (3) the University does not haveisiefiit
resources in relation to risk management and i®ldpment in the University. Contrary to the abdtwee
facts is one positive fact that the external au@ftconducted) as part of statutory regulationhivitthe
University are brought to the authorities of theuénsity. In response to the fact that little isolum about
why some organisations embrace IRM while othersndb This study provides some initial exploratory
evidence that highlights institutional characté&sassociated with the entity’s extent of IRM @iiEm. The
results suggest that DRO and FRMMP on IRM is @itio extensive IRM operation, and other sections
characteristics, such as EA, RMR and EE also hekpxplain the extent of IRM operation. The research
acknowledges limitations in this research appro&atst, the researcher used survey data obtaired éne
University risk analysts. To the extent those etigea do not have accurate first-hand knowledgesatioM
operations within their sections, suggesting lichiteature of the results. Thus more Universitiesukhbde
considered in light of the objectives of the reskaSecond, due to the limited data, the researdidenot
consider interactions among the independent vasalth the model. Finally, there may be important
organisational characteristics or dimensions of IRpkrations that were not reflected in the studye T
researcher believes this study provides an initishdation that can spawn additional research dv IR
South African University. Other researchers areoarmged to examine such issues as IRM effectiveness
particularly specific ways that IRM protects or anbes shareholder value; ways to measure risksnidnabe
more quantitative in nature; effective methods fimeasuring correlations and interactions of variask
events in order to have a portfolio view of risked incentives and barriers to IRM operations.
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